**Case Study: TensorFlow**

TensorFlow is a software application for us to implement neural networks algorithms which is the most important part in machine learning. In this case study, I am going to analyze TensorFlow package through several aspects. They are Technology and Platform used for development, integration tests and the test framework, software architecture and some defects in the project. In the end, I am going to explain my own application to show how TensorFlow is used.

First, Python is the first well-supported language of TensorFlow for expressing and controlling the training of models. However, the core of TensorFlow is not written in Python but in C++ and CUDA because both provide incredible performance in CPU and GPU by using Eigen and NVIDIA’s DNN. As far as I have learnt, I will still choose Python as the front-end coding language of TensorFlow to control and modify the data flow graph because Python is the most comfortable language for us to learn and read compared to other modern languages such as java and C++. With Python, we can express and modify the neural network much easier. Python is easy to integrate, and it has extensive support libraries. As the back-end coding language, C++ is definitely a great choice because a skilled implementation using C++ will have much faster performance than other high-level programing languages. There are several build systems for TensorFlow. According to TensorFlow official website, Bazel is the build tool used to compile TensorFlow. MSYS2 is the bin tools needed to build TensorFlow. Visual Studio 2015 is also needed because it is the environment for the Visual C++ build tools 2015. As I have mentioned, TensorFlow uses Eigen which is a high performance dense linear algebra library. If deep learning algorithm runs in GPU, TensorFlow will use CuDNN which is a very optimized DNN library. Usually, powerful GPU will have greater speed of training than same level CPU.

Second, TensorFlow uses Continuous Integration to ensure that any new changes would not break the whole project. According to TensorFlow GitHub README.md in the ci\_build file folder, Jenkins and CI system internal to Google are the CI platform where they run builds and tests. Inside the ci\_build file folder, there are computing platforms osx(macOS), Windows and Linux to be tested on the CI platforms. When I dig into the Linux file folder, I found out that CMake is the build system it uses. Even though TensorFlow does not list on their README.md, I found out that it also uses Travis-CI as one of its CI platforms through digging the webpage where the stuffs display their code coverage. The web host is called COVERALLS. There is one recent build on branch master on 07 Mar and it got a 81.98 percent code coverage. It does not use any popular code coverage metrics such as branch coverage and sequence point coverage. It only measured relevant lines covered and hits per line. In this case, it got 1492 of 1820 relevant lines covered and 1.64 hits per line.